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ABSTRACT
The advances in unmanned aerial vehicle (UAV) technol-
ogy have empowered mobile operators to deploy LTE base
stations (BSs) on UAVs, and provide on-demand, adaptive
connectivity to hotspot venues as well as emergency sce-
narios. However, today’s evolved packet core (EPC) that
orchestrates the LTE RAN faces fundamental limitations in
catering to such a challenging, wireless and mobile UAV envi-
ronment, particularly in the presence of multiple BSs (UAVs).
In this work, we argue for and propose an alternate, radical
edge EPC design, called SkyCore that pushes the EPC func-
tionality to the extreme edge of the core network – collapses
the EPC into a single, light-weight, self-contained entity that
is co-located with each of the UAV BS. SkyCore incorporates
elements that are designed to address the unique challenges
facing such a distributed design in the UAV environment,
namely the resource-constraints of UAV platforms, and the
distributed management of pronounced UAV and UE mobil-
ity.We build and deploy a fully functional version of SkyCore
on a two-UAV LTE network and showcase its (i) ability to in-
teroperate with commercial LTE BSs as well as smartphones,
(ii) support for both hotspot and standalone multi-UAV de-
ployments, and (iii) superior control and data plane perfor-
mance compared to other EPC variants in this environment.
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1 INTRODUCTION
LTE networks that are ubiquitous today are deployed after
su�cient RF planning in a region. However, the static nature
of LTE base station (BS) deployments limits their ability to
cater to certain key 5G use cases – surging tra�c demands
in hotspots (e.g., stadiums, event centers), as well as their
availability in emergency situations (e.g., natural disasters),
where the infrastructure could itself be compromised (sec-
tion 2). Providing an additional degree of freedom for base
stations, namely mobility, allows them to break away from
such limitations.

UAV-driven LTE networks. In this regard, recent ad-
vances in unmanned aerial vehicle (UAV) technology have
empowered operators to take on-demand, outdoor connec-
tivity to another level, by allowing their base stations to be
deployed aerially on UAVs (Fig. 1), thereby o�ering complete
�exibility in their deployment and optimization. Mobile op-
erators like AT&T and Verizon have both conducted trials
with LTE base stations mounted on UAVs [15, 16] (helicopter
and �xed-wing aircraft respectively, Fig. 3). AT&T also pro-
vided LTE network services from its UAV in the aftermath
of hurricane Maria in Puerto Rico last year [7]. Further, with
the availability of shared access spectrum like CBRS [4] in
3.5 GHz, this also opens the door for smaller, green�eld
operators to deploy and provide on-demand, private LTE
connectivity services without the heavy cost associated with
spectrum and deployment.

Limitations of the legacy EPC. A typical LTE network
requires the deployment of two essential components: a radio
access network (RAN) consisting of multiple base stations
(BSs) that provide wide-area wireless connectivity to clients



(UEs), and a high-speed, wired core network of gateways
(evolved packet core, EPC) that sits behind the RAN and is
responsible for all the mobility, management and control
functions, as well as routing user tra�c to/from the Inter-
net. Realizing a multi-UAV-driven RAN (BSs deployed on
UAVs) with an EPC on the ground or in the cloud is one way
to directly apply today’s EPC architecture to the UAV envi-
ronment (as shown in Fig. 5). Based on publicly available
information [5, 7, 14–16], this has been the case with the
current operator-driven UAV e�orts. However, this faces
signi�cant limitations in delivering real value to this chal-
lenging environment. Speci�cally, while a tethered setup
(EPC-UAV link being wired, Fig. 5a, and possibly in Fig. 3a)
signi�cantly limits the UAV’s mobility and ability to scale to
multiple UAVs, a wireless setup (EPC-UAV link being wire-
less/mobile, Figs. 3, 5b) incurs all the vagaries of the wireless
channel. For the latter, the choice of the wireless technology
becomes critical given that the EPC is responsible for setting
up, routing, and tearing down all voice/data bearers. It is
essential for the EPC to reliably reach all the UAVs wirelessly,
including those that are potentially far away in the presence
of non-line-of-sight conditions (e.g., buildings, foliage, etc.).
Further, it must deliver su�cient capacity to support the
tra�c demands in the RAN. It is extremely challenging for a
wireless technology, be it lower frequency (sub-6 GHz like
LTE, WiFi, and etc.) or higher frequency (mmWave, satellite),
to simultaneously satisfy the needs of range, reliability/ro-
bustness, and capacity that the UAV environment demands
from the critical EPC-RAN link.

Core at the Edge. Given the fundamental limitations in
deploying an EPC on the ground or in the cloud to support
a multi-UAV RAN, we advocate for a radical, yet standards-
compliant re-design of the EPC, namely the Edge-EPC archi-
tecture, to suit the UAV environment. As the name suggests,
we aim to push the entire EPC functionality to the extreme
edge of the core network, by collapsing and locating the EPC
as a single, light-weight, self-contained entity on each of the
UAVs (BSs) as shown in Fig. 7. Being completely distributed
at the very edge of the network, such an architecture com-
pletely eliminates wireless on the critical EPC-RAN path and
hence the crippling drawbacks faced by the legacy architec-
ture in this environment.

While de�nitely promising at the outset, realizing this rad-
ical design is not without its own set of challenges that are
unique to the UAV environment. In particular, (i) Resource-
challenged environment: The compute resources consumed
by the numerous network functions in the EPC is apprecia-
ble and becomes a concern when all the EPC functionality
is placed into a single node, and deployed directly on a UAV
platform – the latter being highly resource-challenged to
begin with. This could signi�cantly a�ect both the UAV’s op-
erational lifetime as well as the processing (control and data
plane) latency of its tra�c, thereby resulting in a reduced
tra�c capacity. (ii) Mobility management: The hierarchical
nature of the legacy EPC architecture, gives a single network

gateway (like the mobility management entity, the MME)
a consolidated view of multiple BSs, thereby allowing it to
e�ciently manage hando�s during mobility of active UEs
as well as tracking/paging mobile UEs that are in idle mode.
Mobility of both active (hando�s) and idle UEs (tracking/-
paging) becomes a critical challenge, when the entire EPC
is located at each of the UAVs, thereby restricting their view
of events to only those that are local to the UAV.

Our Proposal – SkyCore. Towards our vision of building
untethered yet reliable UAV-based LTE networks, we present
our novel EPC design, SkyCore. SkyCore embodies the Edge-
EPC architecture while introducing two key pillars in its
design to address the associated challenges – a complete soft-
ware refactoring of the EPC for compute-e�cient deployment
on a UAV, and a new inter-EPC communication interface to
enable fully functional operation in a multi-UAV environ-
ment. Through software refactoring, SkyCore eliminates the
distributed EPC interfaces and collapses all distributed func-
tionalities into a single logical entity (agent) by transforming
the latter into a series of switching �ow tables and associ-
ated switching actions. It also reduces control plane signaling
and latency by precomputing and storing (in-memory) sev-
eral key attributes (security keys, QoS pro�le, etc.) for UEs
that can be accessed quickly in real time without any com-
putation. To ensure complete EPC functionality, SkyCore
manages mobility right at the edge of the network – it en-
ables a new control/data interface through software-de�ned
networking (SDN) to realize e�cient inter-EPC signaling and
communication directly between UAVs. This allows the Sky-
Core agents on each UAV to proactively synchronize their
states with each other, thereby avoiding the real-time impact
of wireless (UAV-UAV) links on critical control functions –
results in fast and seamless hando� of active-mode UEs as
well as tracking of idle-mode UEs across multiple UAVs. Our
design decisions are e�cient and scalable for airborne LTE
networks consisting of a few to at most tens of UAVs.

Real-world prototype:We have built a complete version
of SkyCore on a single board server with a small compute
and energy footprint, and deployed it on DJI Matrice 600 Pro
rotary-wing drones to create a two-UAV LTE network. To
the best of our knowledge, this is the �rst realization of a
self-contained Edge-EPC solution that can support a multi-
UAV network and is a direct a�rmation of SkyCore’s design.
SkyCore’s feasibility and functionality are validated by seam-
less integration and operation with a commercial LTE RAN
(BS) from ip.access and o�-the-shelf UEs (Moto G and Nexus
smartphones). We demonstrate SkyCore UAVs to operate
both as LTE hotspots that allow for better UE connectivity
to the Internet by extending coverage of a terrestrial LTE
network, as well as standalone LTE networks for connectiv-
ity of geographically separated UEs through two di�erent
UAVs (e.g., �rst responders in emergency scenarios), while
also allowing for hando�s. Our real-world evaluations of
SkyCore and its comparison with a state-of-the-art software
EPC (OpenEPC [12]) on UAV clearly showcases SkyCore’s
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Fig. 2: Legacy EPC architecture.

superior performance and scalability – SkyCore provides an
order of magnitude lower control plane latencies, incurs 5⇥
lower CPU utilization, and provides data plane rates that
currently scale up to a Gbps.
Our two key contributions in this work include,
• A novel Edge-EPC solution, SkyCore that can reliably
and scalably support a multi-UAV LTE network deploy-
ment that was not possible earlier.
• A real-world implementation and evaluation that show-
case both its feasibility and its superior performance.

Broader implications: SkyCore’s underlying design is driven
by the observation that when connectivity between core net-
work functions, which are on the critical path, is unreliable
(wireless and mobile), the merits of pushing functionality to
the edge of the network signi�cantly outweighs the associ-
ated drawbacks. Hence, although designed for a multi-UAV
environment, SkyCore’s design can also bene�t other deploy-
ments, where distributed critical functions have to communi-
cate over unreliable links (e.g., distributed enterprise RANs).

2 MOTIVATION

(a) (b)

Fig. 3: (a) AT&T’s and (b) Verizon’s Cell on Wings (CoW).
Both adopt the legacy EPC architecture with wireless con-
nectivity (e.g., using a satellite relay or directly based on
other technologies) between UAVs (eNBs) and the EPC de-
ployed on the ground (e.g., on trailers hosting the core [3])
or in their cloud network. AT&T used a tether to provide a
�ber data connection (possibly to support a wired EPC on
the ground if available) and power to the UAV for unlim-
ited �ight time. In Verizon’s tests, there was no tether to the
ground but the EPC was still on/in the ground/cloud.

2.1 UAV-based LTE Networks
We consider low-altitude UAV networks, such as those con-
sidered by mobile operators [15, 16] for on-demand LTE
network deployments. These are envisioned to provide tem-
porary LTE coverage from the sky to a designated area on
the ground. One use case is to enhance connectivity at big

events (e.g., music festivals, football tournaments) by creat-
ing a hotspot UAV-based LTE network extending capacity/-
coverage of local terrestrial LTE networks (macrocells). The
second use case is to establish a standalone UAV-based LTE
network for �rst responders and the general public battling a
disaster where no infrastructure is available. Such a network
can keep them connected through local group communica-
tion and peer-to-peer (P2P) services, e.g., push-to-video.

The relevance of ourwork to high-altitude, long-endurance
platforms like Google’s Loon [8] and Facebook’s Aquila [6]
is discussed in section 9. In a UAV-based LTE network, an
LTE BS (eNB) is directly deployed on each UAV, and multiple
of them together provide wireless connectivity to UEs over
a desired wide area as shown in Fig. 1. However, not much
thought has been paid towards the deployment of an EPC to
support such a RAN. Deploying and managing a traditional
LTE EPC is a challenge in its own right. Designing one to
support an LTE RAN on UAVs, which are highly restrictive in
their compute capabilities, endurance and payload capacity,
further ampli�es the associated challenges.

To foster a better understanding, we �rst provide a primer
on EPC’s key functionality, followed by the limitations of
today’s EPC for our target environment, and the bene�ts
and drawbacks of an “alternate" Edge-EPC architecture.

2.2 EPC Primer
Fig. 2 shows the network architecture of the EPC, which is a
distributed system of di�erent nodes, each consisting diverse
network functions (NFs) that are required to manage the LTE
network. The EPC consists of data and control data planes:
the data plane enforces operator policies (e.g., DPI, QoS
classes, accounting) on data tra�c to/from the user equip-
ment (UE), while the control plane provides key control and
management functions such as access control, mobility, and
security management. eNodeBs or eNBs (RANs) are grouped
into logical serving areas and connected to serving gateways
(SGWs). The SGW is connected to an external packet net-
work (e.g., the internet) via the packet data network gateway
(PGW). The PGW enforces most of the data plane policies
(e.g., NAT, DPI) andmay connect the core to other IP network
services (e.g., Web servers). The EPC forwards each UE’s data
tra�c between the eNodeB and PGWusing a separate GTP-U
(GPRS tunneling protocol) tunnel. The mobility management
entity (MME) is responsible for access control, security and
mobility functions (e.g., attach/detach, paging/hando�) in
conjunction with the home subscriber server (HSS) database.

2.3 Limitations of Legacy EPC Architecture
The straightforward way to apply the EPC to our UAV net-
work would be to collapse all the EPC network functions
into a single node (EPC-in-a-box) and deploy this EPC node
on a resource-capable machine on/in the ground/cloud that
can support multiple UAV BSs. Based on publicly available
information [5, 7, 14–16], this is the approach adopted by
operators like AT&T and Verizon in their recent trials (Fig. 3).



(a) (b)
Fig. 4: (a) Degraded throughput on the EPC-RAN link (10
MHz LTE link) when an LTE UAV �ies in LOS and NLOS
(over a building) trajectory with a 3GPP-compliant EPC be-
ing on the ground (detail on the EPC and RAN in section 6).
(b) # of SCTP/TCP (signaling/data) retransmissions in NLOS.

2.3.1 Tethered Deployment (Wired EPC-UAV link). In to-
day’s traditional LTE networks, the connectivity between
the EPC and eNBs (RAN) is a reliable, wired network provi-
sionedwith su�cient bandwidth for catering to the UE tra�c
demands in both downlink and uplink. A similar approach
can be adopted in our UAV network, where the RAN runs on
the UAV, which is tethered by a wire to a ground station run-
ning the EPC (Fig. 5a and possibly in Fig. 3a). However, such
an approach signi�cantly limits the potential and �exibility
of the UAV to �y and re-position itself to cater to network
tra�c requirements, not to mention the associated safety
concerns and the infeasibility of scaling such a setup to sup-
port a network of UAVs. With UAV technology advancing at
a rapid pace to provide longer operational times [1], such a
tethered EPC-on-ground does not o�er a viable, future-proof
solution.

(a) Legacy Wired EPC

RAN RAN

EPC EPC

RAN RAN

(b) Legacy Wireless EPC

WirelessWire

Fig. 5: Legacy EPC variants for UAV-based LTE networks.

2.3.2 Un-tethered Deployment (Wireless EPC-UAV link).
The other alternative is where the connectivity between the
EPC and eNBs (UAVs) is wireless (Figs. 3, 5b). In this design,
the EPC could be placed on the ground (e.g., on trailers
hosting the core [3]) or in the operator’s cloud. The backhaul
between UAVs and the EPC could be routed through satellite
(in case of the cloud or ground EPC) or another wireless
technology, e.g., mmWave, directly between UAV and EPC
(in case of the ground EPC). While relying on the satellite
backhaul is an expensive option that may not scale to large
and particularly time-sensitive tra�c demands, the ground-
EPC option also has its share of drawbacks that we elaborate.

Reliability vs. range vs. capacity: The wireless channel
is inherently an unreliable medium, and is subject to wire-
less artifacts such as shadowing (building, trees, obstacles),
multipath fading, etc. that can signi�cantly degrade signal
quality (by as much as 70% in our experiments, Fig. 4a) and
cause high packet retransmissions (more than 100 SCTP/TCP

retransmissions, Fig. 4b) and potentially cause disconnec-
tions. The choice of the wireless technology also plays an
important role. Using lower frequencies like 700 MHz, 1 GHz,
etc. allows for better penetration and hence longer commu-
nication ranges and better reliability but signi�cantly lesser
bandwidth (capacity of few tens of MHz). In contrast, higher
frequencies like mmWave (28 GHz, 60 GHz, etc.) o�er sig-
ni�cantly more bandwidth (hundreds of MHz to a GHz) but
su�er from higher attenuation and hence lower range. While
the latter can employ beamforming to cope with attenuation,
they are limited by line-of-sight requirements and the need
to constantly track the beam direction with respect to each
UAV as they move – impediment for reliable operation in
low-altitude deployments. Thus, it is extremely challeng-
ing to identify a wireless modality for the critical EPC-RAN
(ground to UAV) link that can o�er the simultaneous features
of reliable connectivity, increased communication range, and
capacity, that is warranted by this EPC deployment.

Single-point bottleneck: The EPC node on the ground
becomes the routing focal point that ferries tra�c not only
between UEs and the Internet but also between UEs within
the UAV network. Hence, even if the UAV backhaul (connec-
tivity between UAVs) is well-provisioned, having a small set
of ground EPC nodes, concentrates all the tra�c on the UAV
backhaul towards these ground nodes, which in turn become
the bottleneck. This would signi�cantly degrade the capacity
of the network as a whole. For a low-altitude UAV network
deployed to provide on-demand connectivity to a small geo-
graphic region, the bulk of the tra�c might be local – e.g.,
between users and content servers in events, or between �rst
responders and/or a�ected people in emergencies. In such
scenarios, incurring the wireless capacity bottleneck due to
the EPC on the ground is unwarranted.
A simple illustration in Fig. 6 shows that the capacity

o�ered by an EPC-on-ground architecture even for a small 4-
UAV network can be 6⇥ lower than if the local tra�c were to
be served directly between the UAVs. Assume the capacity of
the EPC-UAV link (shared among all UAVs) is X and similar
to that of each UAV-UAV link. If there are N user sessions
between every pair of UAVs, each having bandwidth request
N /X , the EPC-on-ground can satisfy N /6 of the sessions as
opposed to the whole in the distributed EPC version.
In addition, UAV and UE mobility is highly pronounced

in these networks, which also leads to increased control
signaling and associated latency over multiple wireless hops
between the ground EPC node and the UAVs.

One option is to deploy multiple EPC nodes on the ground
to allow for more reliable connectivity to all UAVs and to add
capacity (akin to provisioning multiple gateways in wireless
mesh networks [17]). However, this adds to both the cost
as well as reliance on ground deployments, working against
the �exibility o�ered by UAVs in the �rst place.

2.4 Challenges in Edge EPC Architecture
To counteract the challenges in deploying a legacy EPC archi-
tecture, we focus our attention on a radically di�erent “edge"
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EPC architecture (referred to as Edge-EPC). Here, the entire
EPC is collapsed and located as a single, self-contained entity
on each of the UAVs as shown in Fig. 7. Being completely
distributed at the edge of the network, such an architec-
ture would completely eliminate the crippling drawbacks
faced by the previous architecture resulting from wireless
connectivity between the EPC and eNBs (UAVs). 1 2

While the Edge-EPC idea is de�nitely promising at the
outset, it does encounter a di�erent set of challenges in its
realization.

(a) (b)
Fig. 8: Edge-EPC has high overheads on UAVs and results in
performance bottlenecks and degraded user experience.

2.4.1 Resource-challenged. An EPC consists of multiple
network functions along with the complex interfaces and
tunneling protocols between them (Fig. 2). Further, most
of these are stateful network functions and consist of both
control and data plane functionality. These network func-
tions, which used to be deployed by operators on specialized
hardware, are now slowly migrating to a virtualization envi-
ronment with the recent advances in NFV (network function
virtualization [11, 18, 45]). Nevertheless, the compute re-
sources consumed by these network functions is appreciable
and becomes a concern when all the EPC functionality is
collapsed onto a single node. Deploying an EPC node on the

1In Edge-EPC, the hotspot use case is realized by connecting the local
EPC hosted on a subset of UAVs that are in proximity of macrocells to the
Internet. To create a standalone network, content servers are co-located
with and attached to the local EPC on a desired subset of UAVs. In both
modes, the EPC-RAN (EPC-UAVs) link is highly reliable (being co-located
on the same UAV), unlike the drawbacks experienced by the legacy wireless
EPC architecture with a wireless EPC-RAN link.
2Implementing the EPC functionality at macrocells is not a favorable option
for realizing Edge-EPC. Due to reliance on the �xed infrastructure, it cannot
be applied to the standalone use case (e.g., deployment in remote areas).
Similarly, it is not viable for the hotspot use case due to lack of compute
resources for running EPC on cell towers.

Fig. 9: Edge-EPC fails in seamlessly handling increased
hando�s in our LTE UAV environment.

UAV could signi�cantly a�ect both its operational lifetime
as well as the processing (control and data plane) latency
of its tra�c, thereby resulting in a highly reduced tra�c
capacity. This can be observed in Figs. 8a, 8b, where the
latency and CPU utilization of control plane functions can
be an order higher in Edge-EPC, when the platform (such as
that on a UAV) is resource-constrained (experimental details
in section 6). Given the EPC is a complex distributed sys-
tem, identifying the key sources of resource consumption
in the EPC and to the extent that each source contributes to
resource consumption is out of the scope of this work. We
refer the reader to previous works reporting other relevant
issues in the EPC [23, 30, 36].

2.4.2 Handling Mobility at the Edge. The conventional
EPC has a hierarchical structure, where a single PGW spans
multiple SGWs, and a single SGW spans multiple eNBs. As
the UE (in active mode) moves from one eNB to another
(hando�), this is handled locally by its SGW. Further, every
UE has a tracking area (TA, set of neighboring eNBs) associ-
ated with it, which the EPC will use to page (all eNBs in its
TA) to locate it when in idle mode. When the UE moves out
of its current TA, it noti�es the EPC of its updated TA. Thus,
UE mobility is handled seamlessly in the legacy EPC.

Active-mode mobility (Hando�s): Network dynamics
in the form of UE and/or UAV mobility forms a signi�cant
part of our operating environment. However, with the col-
lapse of the hierarchical architecture in Edge-EPC, one needs
to now enable communication between the EPC entities on
individual UAVs to enable seamless hando� across UAVs. In
today’s mobile networks, a UE hardly moves across di�erent
PGWs within the same operator’s network (a single PGW
spans a signi�cantly large area - hundreds of miles). When
such an event does happen, the connection is terminated
with the existing PGW and re-established with the new PGW
causing service disruption. However, such events are the
norm rather than an exception in our environment. Fig. 9
illustrates the number of potential hando� events that can be
triggered due to appreciable signal strength variations even
during a short UAV �ight (less than 20 m) in our experiments.
Each UE-measured Reference Signal Received Power (RSRP)
value in the shaded region by itself can trigger a hando�
event in the network if another UAV that delivers su�ciently
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higher RSRP is available. Hence, it becomes critical to enable
seamless EPC-EPC communication for handling mobility in
the Edge-EPC architecture. This is needed to also handle
UAV mobility, i.e. when one UAV goes down for a re-charge
and is replaced by another UAV – a migration of state from
one UAV (EPC) to another is imperative.

Idle-mode mobility (Tracking/paging): With the abil-
ity to page idle UEs over large tracking areas (spanning
several BSs), it is fairly straightforward to locate any UE in
the network in the legacy EPC. This is, however, a challenge
for the Edge-EPC architecture, where there is no single PGW
that spans all the UAVs (eNBs). Further, since the notion of
tracking area disappears (due to collapsed EPC), locating a
UE when in idle mode appears to be infeasible, prompting
the need for new or adapted mobility mechanisms.

3 SKYCORE: DESIGN OVERVIEW
SkyCore adopts the Edge-EPC architecture as shown in
Fig. 10. SkyCore collapses the entire EPC and pushes it to
the edge of our network, namely at each of the UAVs them-
selves, where it is co-located with the RAN. While this com-
pletely eliminates wireless from the critical path between
the EPC and RAN, to address the challenges associated with
the Edge-EPC architecture, SkyCore introduces two novel
design components. Brie�y,

Software refactoring of the EPC functionality: To re-
duce its compute footprint on the UAV, SkyCore adopts a
software refactoring approach to eliminate distributed EPC
interfaces and collapse all distributed functionalities (Fig. 2)
into a single logical entity. It realizes this by transforming
the distributed data plane functions into a series of switching
�ow tables and associated switching actions (correspond-
ing to functions like GTP-U encapsulation/decapsulation,
charging, etc.). It also reduces control plane signaling and
latency by precomputing and storing (in-memory) several
key attributes relating to security keys, QoS pro�le, etc. for
UEs that can be accessed locally in real time without any
computation.

E�cient inter-EPC communication: With every UAV
now running its own EPC agent, even a simple eNB-eNB
hando� of an active UE across two UAVs now becomes an
inter-MME hando�, which needs to be accomplished across
two di�erent EPC agents. SkyCore enables a new control/-
data interface that allows agents on di�erent UAVs to proac-
tively (in the background) synchronize the state of UEs. This
bypasses the real-time impact of wireless (UAV-UAV links) on

critical control path functions, allowing for seamless hand-
o�s and tracking of idle-mode UEs right at the edge. The
HSS equivalent in each SkyCore agent maintains the location
(anchoring SkyCore agent) of all UEs in the network. Hence,
when an agent sends a UE location update, the agents in
other UAVs update their HSS accordingly. Thus, whenever
tra�c needs to be sent from a SkyCore agent to a UE located
at another UAV, the HSS will reveal the destination SkyCore
agent at which the UE is anchored and to whom the tra�c
has to be routed. The actual routing path to be taken by the
tra�c on the mesh backhaul is then determined by SkyCore,
with the underlying backhaul topology information made
available by a backhaul agent that resides on the UAV3.

We now explain each of these design components in detail.

4 SOFTWARE REFACTORING OF EPC
4.1 Minimalistic SkyCore Agent

Architecture
Each SkyCore agent has a minimalist and UAV-aware SDN-
based architecture (Fig. 11), consisting of a controller that
executes the control functions to process UEs’ signaling traf-
�c and to coordinate with other agents, and a switch that
processes user data tra�c. In the following, we describe six
high-level steps that we take to refactor and extend the EPC
functionality onto our agent architecture.

Step 1. Decoupling the EPC control and data plane
pipelines. One of the main reasons behind the high com-
plexity and overhead of the EPC is its nodes performing
mixed control and data plane functions. To make the EPC
functionality suitable for UAVs, we �rst decouple the EPC
control and data planes. Among the EPC nodes, the MME,
PCRF, and HSS are pure control nodes. Hence, our decou-
pling does not a�ect these elements, and only a�ects the
SGW and PGW. The resulting control components from the
decoupling are the PGW-C, SGW-C, MME, PCRF, and HSS,
and the data elements include the SGW-D and PGW-D (C
stands for control and D for data). While the bene�ts of
decoupling control and data planes have been articulated
before [28, 34], we apply it in the context of UAV networks
and enhance it substantially with the following mechanisms.

Step 2. Categorizing the functionality of the EPC
control plane. Next, we categorize the EPC control nodes
based on their high-level functionality. In our decoupled EPC,
there are three types of nodes: (1) the SGW-C and PGW-C are
responsible for managing QoS policy enforcement on and
routing of user data tra�c, (2) the MME exchanges signaling
tra�c with UEs and eNBs, and (3) the PCRF and HSS dynam-
ically generate network security and QoS policies for the
other nodes. To compress the EPC functionality, we consoli-
date the nodes in each category on top of our agent controller
and remove the EPC distributed protocols as follows.

3The design of the backhaul agents responsible for maintaining a well-
provisioned, connected wireless mesh topology is outside the scope of this
work.
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Step 3. Collapsing the SGW-C, PGW-C, and MME
into light-weight SDN applications. We extract the inter-
nal functions in the SGW-C and PGW-C and refactor them
into a single SDN application, LTE Policy Application, on
top of the controller. We do the same process for the MME
and transform it into LTE Mobility Application. One notable
aspect of this consolidation is that we naturally eliminate the
complex GTP-C protocol, its six interfaces, and continuous
control messages from the core network (Fig. 2). This makes
the SDN applications extremely lightweight and extensible
without hurting their original functionality. Note that these
applications still exchange information with each other but
through simple local publish-subscribe mechanisms.

Step 4. Eliminating theHSS and PCRF from the core
and replacing them with a precomputed policy data
store. Next, we focus on the HSS and PCRF that are known
to be the source of today’s signaling storms in cellular net-
works [10, 13]. The HSS stores hundreds of database tables
containing di�erent UEs’ states often on disk. Moreover, it
acts as a proxy between the MME and these tables, and per-
forms di�erent types of complex security and location track-
ing computations. The PCRF often accesses a logical database
(sometimes implemented in the HSS) and dynamically gener-
ates di�erent QoS and charging policies for UEs. In SkyCore,
we completely eliminate these two nodes from our agents
and show that dynamic policy generation can be carefully
replaced with a precomputed in-memory policy data store.
Precomputation combined with in-memory transactions sub-
stantially minimizes the overhead of the core on resource-
challenged UAVs (elaborated in section 4.2). This also re-
moves the complex Diameter protocol (Fig. 2) from the core.

Step 5. Adding UAV-speci�c SDN applications to the
core. One of the key di�erences between SkyCore and the
traditional EPC is in its continuous interaction with the UAV
hardware and its APIs. In particular, we advocate for two new
applications on top of our agents. Each SkyCore agent runs
UAV Control Application that listens to �ight change events
from UAV and remaining battery resources on the UAV. This
is necessary for our agents to properly hando� UEs to each
other, e.g., when a UAV needs to immediately leave the net-
work for recharging. Such use cases clearly show the poten-
tial of our SDN-based UAV-aware architecture. In addition,

we design an Inter-Agent (UAV) Communication Application
(section 5) that exchanges control plane messages with its
neighbor agents to synchronize states proactively, thereby
enabling seamless mobility (active and idle). The legacy EPC
applications and new SkyCore core applications that need
to exchange information with each other, do so through our
local publish-subscribe protocols.

Step 6. Replacing the hierarchical data plane gate-
ways with a compact SDN switch. Since SkyCore is a �at
architecture, it eliminates the need for hierarchical gate-
ways on each UAV. To further make our agents compact, we
refactor the SGW-D and PGW-D functionality into a single
software switch. Each data plane function in S/PGW-D is im-
plemented as a separate Match+Action table in this software
switch. Each table performs a lookup on a subset of user’s
data tra�c �elds and applies the actions corresponding to
the �rst match. Users’ tra�c travels through these tables
before leaving or entering the UAV. In particular, our soft-
ware switch performs UL/DL data rates enforcement, stateful
�rewall operations, and QoS control by transport-level mech-
anisms (e.g., setting Di�Serv) based on QoS class identi�er
(QCI) associated with each UE. While the legacy EPC tunnels
each UE’s tra�c into two tunnel segments across the RAN,
PGW-D, and SGW-D, SkyCore departs from this approach
and terminates GTP-U tunnels inside our agent switch (de-
capsulates GTP-U header from uplink packets sent by the
eNB and encapsulates downlink packets to the eNB into a
proper GTP-U header) for two reasons. First, per-UE tunnels
do not scale in LTE UAV networks as UEs are mobile and
these tunnels are subject to frequent changes. Second, our
consolidation already eliminates the need for complex GTP-
U tunnels between the SGW-D and PGW-D functionality.

4.2 SkyCore Precomputed Policy Data Store
We now describe how the HSS/PCRF can be replaced with
precomputed network policies on SkyCore agents. As shown
in Fig. 12b, the SkyCore data store associates each UE’s IMSI
(International Mobile Subscriber Identity) information with
its precomputed policies, which can be quickly accessed
by di�erent applications on the agent. Our precomputation
approach not only reduces the user-perceived network access
delay but it also makes the core extremely resource-e�cient.
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Note that our target deployment area spans a few tens of
square miles and each operator knows the last location of
each UE in its network (stored in the HSS). Thus, performing
the policy precomputation for the UEs located in a superset
of the deployment area is su�cient. In rare scenarios, where
a valid UE (coming from outside of the superset) tries to
connect to a UAV, we can fall back to online computation
at the local agent and then update the other agents in the
network to avoid future online computation for the same UE.
In section 5, we will discuss how online policy computation
and policy changes by an agent are propagated to other
agents in the network to ensure their state is consistent.

4.2.1 Precomputation of Security policies. Network Ac-
cess Security in LTE networks relies on the shared user-
speci�c key, K , that is stored in the HSS and UE SIM cards.
The LTE security processes assume that cloned UEs and
spoofed networks do not know the correct value of K . From
K , the HSS dynamically computes (shown in Fig. 12a) an
authentication vector (AV) and an encryption vector (EV)
as part of a larger LTE attach process, when UEs switch
on or enter an area with LTE coverage. The EPC and the
UE con�rm each other’s identities using the AV. The sig-
naling tra�c between the UE and the network is encrypted
using the EV to ensure intruders cannot read and modify
them. The computation of these vectors involves resource-
intensive cryptographic operations (F1-F9) on 256-bit long
strings, thereby wasting valuable clock cycles on UAVs.

O�line computation of security vectors. When there
are a few UEs, the overhead of computing such security vec-
tors on UAVs is manageable. However, when UAVs are provid-
ing on-demand LTE connectivity over a large geographical
region, many UEs are likely to send LTE attach requests to
the network at the same time. Such realistic workloads can
quickly use the available compute resources (for the core) on

UAVs and substantially degrade the QoE of users. To resolve
these issues, our key idea is to depart from real-time security
vector computations on UAVs. We precompute and store a
reasonable number of security vectors for each UE and store
them on the SkyCore agent. All these vectors are computed
with the sameK , and RAND (a random number generated by
the HSS) but with di�erent consecutive sequence numbers
(SQN ). Di�erent SQN numbers ensure signaling messages
cannot be replayed by intruders.
Since each pair of vectors is computed with a di�erent

SQN number, it can be used only once by SkyCore during
the LTE attach procedure. If the same pair is reused, the UE
will reject the network assuming it is a spoofed network that
is trying to replay old authentication messages. Thus, each
of our agents locally removes a used pair of security vectors
and invalidates it at other agents through our Inter-Agent
Communication application (see Fig. 11 and section 5). Note
that the number of attach requests generated by a legitimate
UE, when it switches on or comes back into network cover-
age, is limited. Hence, SkyCore precomputes a small number
of such vectors for a UE. In rare cases, when a UE uses all its
precomputed vectors (e.g., due to frequent restarts), SkyCore
agents fall back to computing new vectors for such UEs in
real time and propagate them to other agents in the network.
To �nd the best con�guration that simultaneously minimizes
the number of online computations and storage needed for
precomputed vectors at UAVs, a SkyCore operator can look
at histograms of the number of LTE attach/detach events [28]
for each UE in its network.

4.2.2 Precomputation of Service policies. In LTE networks,
the PCRF dynamically generates quality of service (QoS) and
charging rules for a UE. The PCRF continuously feeds the
PGW and SGW with real-time QoS rules. Rather than gen-
erating these rules in real time by accessing many di�erent
tables, we precompute the entire rule set that must be ap-
plied to UEs’ tra�c, and consolidate and store them onto
our agents. In particular, SkyCore consolidates three types
of rules that deal with (i) QoS (bit rate, loss rate, etc.), (ii)
priority (�ow handling during congestion), and (iii) charging
(o�ine, online and time-dependent). Most of these service
policy rules are almost always static (e.g., max. bit rate/loss
rate) and do not change over time. Thus, we do not need to
synchronize these policies among our agents as UEs move
around in the network. However, some of these rules oper-
ate on some internal states (e.g., remaining bandwidth in an
online charging model). Such dynamic states for di�erent
UEs are batched and synchronized periodically among our
agents as they are often not time-critical (section 5).

5 EFFICIENT INTER-AGENT
COMMUNICATION

5.1 Scalable SDN Control and Data Overlays
SkyCore agents seamlessly exchange control and data tra�c
with each other, a functionality that is lacking among today’s
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EPC instances. Rather than relying on distributed and multi-
hop wireless routing protocols, we choose to adopt an SDN
approach in the design of SkyCore to support the tra�c ex-
change between agents. SDN enables us to perform global op-
timization (e.g., multipath tra�c engineering) and o�er �ne-
grained programmability (e.g., to e�ectively support di�erent
QoS classes), which are necessary tools to instantly and e�-
ciently recon�gure the core in response to network dynamics
(e.g., UAV departures and arrivals) in our environment. In par-
ticular, we leverage SDN overlays to create two virtualized
network layers (slices) on top of the physical UAV network
(Fig. 13a). One of these network slices is used for control
plane tra�c between SkyCore agents and the other is for data
tra�c. Our separation of the control and data tra�c ensures
time-critical control plane tra�c is not a�ected when the net-
work is saturated. To form the overlays, we use tra�c tunnel-
ing technologies but depart from existing approaches used in
the EPC and SDN-based datacenter (DC) networking [26, 27]
since they require frequent changes to the network con�g-
uration (will be discussed shortly). We adopt a novel variant
of segment-based routing in SkyCore and propose a design
for its optimization based on the most advanced capability in
SDN, i.e., P4 language [20]. P4 allows us to de�ne new packet
headers and packet processing actions for the SDN switch
inside our agents to minimize the packet header overhead
on inter-UAV links, which is caused by forming the overlays.

Segment-based overlays equippedwith global source
routing. Tunneling:We inter-connect each pair of neighbor-
ing agents (geographic proximity) using a tunnel de�ned
with a label. Whenever an agent decides to send control or
data plane tra�c to any other agent in the network, it pushes
a stack of labels onto the packets. The top-of-the-stack (TOS)
label corresponds to the next tunnel segment that the packet
must traverse. Whenever an agent receives a packet from
its neighbor, it checks the TOS label from the packet and
forwards the packet based on the inner label to its neighbor.
There is a master that is responsible for globally computing
an e�cient label stack that each agent must use to com-
municate with the other agents. Instead of adding separate

MPLS packet headers for each label, SkyCore designs a new
packet header based on the P4 language to contain all the
labels in the stack to reduce overhead. It equips switches
with new actions to read the labels at di�erent positions.
Routing: In SkyCore, one of the UAVs is selected (period-
ically and randomly) to double up as a master agent that
is responsible for global route computation. It periodically
collects information from other agents, related to average
loss rate and bandwidth on wireless links between di�er-
ent agents (UAVs), remaining battery capacity on UAVs, and
the amount of tra�c demand between di�erent UAVs. The
master agent uses this information to compute and dissemi-
nate forwarding rules for routing tra�c over the UAV mesh
backhaul in the sky. For e�ciency, a simpli�ed version of
the leader selection algorithm introduced in the LEACH pro-
tocol [25] can be used for the master selection in SkyCore.
Proximity-based segments enable scalability: Note that UAV
and UE mobility is common in our environment. Hence, a
conventional EPC approach to establishing per-UE tunnels
(GTP-U tunnels–see section 2) will require frequent tunnel
updates (tearing down, modi�cation, or setting up). Simi-
larly, employing a tunnel between every pair of UAV agents
(akin to remote DC-DC tunnels in Google’s B4 backbone
network [27]) will require updates to a large fraction of the
tunnels, even when only a small number of UAVs move. In
contrast, most of SkyCore’s tunnel segments do not change
in such scenarios as they are designed to carry aggregate
tra�c only between nearby pairs of UAVs. Example:A simpli-
�ed example of our tunneling scheme is depicted in Fig. 13b,
transporting tra�c from UE1 to UE2 across three UAVs. Note
that the source and sink agents perform an additional GTP-U
processing, introduced in section 3, to seamlessly eliminate
GTP-U from the core.

5.2 Proactive Stateless Mobility Support
SkyCore replaces the notion of centralized HSS and PCRF
with a precomputed policy data store replicated at di�erent
agents. Hence, it is essential that the UE states and policies
be consistent across di�erent agents, particularly during UE
mobility. Reactive approaches to consistency management
e.g., Distributed hash table (DHT) [46], put wireless (inter-
UAV links) on the critical path of control functions. SkyCore
avoids this real-time dependence by adopting a proactive
synchronization of state between agents – each agent proac-
tively broadcasts its changes to UE policies and states to
other agents in the network. Such an approach (i) minimizes
the control plane delay between agents, particularly in mo-
bility scenarios as the destination agent already knows the
latest information about the mobile UE; (ii) enables seam-
less hando� of active UEs to a neighboring UAV, when the
current UAV goes down for a recharge; and (iii) is scalable
because the amount of control plane tra�c that is broad-
casted on inter-agent backhaul links is negligible compared
to user data plane tra�c among agents (section 7).
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Fig. 14: Multi-UAV SkyCore prototype.

A SkyCore agent needs to send only three types of broad-
cast update messages in the network to build up a consistent
network-wide view: (i) security update to notify other agents
that it has used one of the security vectors precomputed for
a UE and to request other agents to invalidate the vectors, (ii)
location update to inform other agents that a particular UE
has attached to its UAV, and (iii) policy update to communi-
cate its local changes to the precomputed QoS and charging
pro�le of a UE.

5.2.1 Idle/Connected-mode Mobility. SkyCore’s proactive
state synchronization scheme accelerates the handling of
increased mobility events in multi-UAV LTE networks.

Idle-modemobility (Paging).The underlying Edge-EPC
design in SkyCore limits each UAV (BS) to its own tracking
area (TA). Hence, when an idle-mode UE moves from one
UAV to another, it realizes a change in its TA on waking up
(prompted by a periodic timer) and sends a TA update re-
quest to the SkyCore agent on the new UAV. Since the agent
at the new UAV already has the UE’s latest policies and states
from SkyCore’s proactive updates, it knows which security
vectors to use for communication with the UE. Hence, it
immediately sends a TA update response back to the UE,
which can then quickly switch back to its idle mode to con-
tinue saving power. In the background, it also broadcasts the
updated location of the UE to all other SkyCore agents in the
network, eliminating the need for explicit UE paging. This
also ensures that the other agents can push the correct label
stack on the packets destined for this UE.

Active-mode mobility (Hando�s). Now, consider the
UE to instead be in the connected (active) mode during the
move. Based on the LTE protocol, it performs continuous
signal strength measurements and sends them to the �rst
UAV’s eNB. If the eNB detects the signal strength of the
neighboring second UAV to be stronger, it sends a hando� re-
quest message to its SkyCore agent. This agent then noti�es
the agent on the second UAV of the incoming UE (without
having to transfer/update any state on the destination agent)
and then con�rms the hando� with its own eNB, which then
informs the UE. Then, the UE connects to the eNB on the
second UAV, whereupon its SkyCore agent noti�es all other
agents in the network with a location update for this UE.
Finally, our agent on the �rst UAV pushes the updated label
stack corresponding to the UE onto its pending downlink
packets and forwards them to the second UAV.

6 IMPLEMENTATION
SkyCore prototype. We prototyped a complete version of
SkyCore that involved extensive engineering e�ort. Our pro-
totype has three notable features: (1) seamlessly works with
commercial LTE RANs and o�-the-shelf UEs (SIM cards are
programmed to connect to SkyCore) by exchanging signal-
ing and data tra�c with them; (2) is fully virtualized and can
manage multiple LTE UAVs out of the box by forming a wire-
less network of SkyCore agents; and (3) fully adheres to our
proposed designs both for a single agent (Figs. 11 and 12) and
across agents (inter-agent communication) (Figs. 10 and 13).
Each SkyCore agent consists of a controller enforcing con-
trol plane policies and a switch processing user data tra�c.
We developed a high-performance multi-threaded controller
in C++ and built our SkyCore switch on top of OVS [42]
software switch in the kernel space. We substantially in-
strumented and optimized OVS as it does not support our
custom �ow tables and switch actions (e.g., our P4-enabled
tunneling scheme and GTP-U tunnel encapsulation/decap-
sulation operations). Since our baseline (Edge-EPC based on
OpenEPC [12]–will be described shortly) operates in the user
space, we developed another variant of the SkyCore switch
in the user space on top of Lagopus software switch [9]. This
ensures that our comparisons are at the architecture level and
independent of a particular packet forwarding technology.

UAV experiments. We conduct three kinds of experi-
ments. (1) Outdoor Small-scale: 2 UAV, few UEs. We deploy
the SkyCore prototype on two advanced DJI Matrice 600
Pro drones. We securely install two machines on each drone.
One of the machines (platform P1) is a low-end single-board
4-core server with 8 GB of RAMs and 1.9 GHz CPU that
executes SkyCore and Edge-EPC. It is also equipped with a
wireless network card to support our inter-agent communi-
cation. The other machine is a commercial LTE small cell
(ip.access S60 eNB) supporting LTE UEs (50 Mbps downlink
rate per UE) and connects through an Ethernet cable to plat-
form P1. (2) Outdoor Large-scale: 2 UAV, tens of UEs. To stress
test SkyCore’s control and data planes in the presence of a
large number of UEs, we replace the eNB on the drone with
another single-board server that runs a uni�ed RAN/UE em-
ulator (emulates both an eNB and activity of a large number
of UEs). The emulator interacts with the LTE core similar to
real UEs. (3) Emulating Powerful UAV platforms. To under-
stand SkyCore’s performance with more powerful UAVs, we
emulate the latter by replacing platform P1 with a high-end
server (platform P2) – an Intel Xeon E5-2687W processor
operating at 3.0 GHz with 12 CPU cores and 128 GB of RAM.
Since it is not possible to �y our current drone with such a
server, only these experiments are conducted in the lab.

Baseline. Through outdoor drone-based experiments, we
have already demonstrated the limitations of the legacy wire-
less EPC on the ground (section 2). Thus, this section is fo-
cused on comparisons between the Edge-EPC architecture
(a standard EPC on each LTE UAV) and SkyCore. We choose
to implement Edge-EPC using OpenEPC [12] because it is



the most complete open-source implementation of the 3GPP
EPC architecture that can work with commercial devices
(e.g., LTE eNBs and smartphones). Other non-standard and
more optimized EPC designs (listed in section 9) are not
publicly available, often do not work with the commercial
LTE devices, and inherit most of the standard EPC prob-
lems in our UAV-based LTE network environment (e.g., high
resource usage, lack of support for inter-EPC coordination).

Metrics.We study four performance metrics under di�er-
ent network saturation levels: (1) UE-perceived control delay
in network access (LTE attach/detach), (2) UE-perceived ser-
vice disruption time in LTE active/idle-mode mobility, (3)
CPU usage on our resource-constrained UAVs, and (4) sup-
ported data plane rate for user tra�c.

7 EVALUATION
We �rst show the basic functionality and potential of Sky-
Core in realizing hotspot and standalone LTE UAV networks.
We then demonstrate that SkyCore is more e�cient and light-
weight than the Edge-EPC architecture on di�erent platforms
both in small and large-scale experimental settings, thanks
to SkyCore’s software refactoring and e�cient inter-agent
communication scheme.
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Fig. 15: Our UAV-based setup for the basic functionality ex-
periments. In Edge-EPC (the baseline), each SkyCore agent
is replaced by a 3GPP EPC (OpenEPC).

7.1 Small-Scale On-Drone Evaluation
We form a two-drone LTE network (Fig. 15), each in the par-
tial line of sight (a�ected by one building) of a single mobile
UE on the ground. Each drone covers a region with the diam-
eter of 650 feet. The drones operate in a small overlapping
area for our mobility experiments.

Fig. 16: Basic functionality–hotspotUAV-based LTEnetwork
use case: exchanged data tra�c and control events over time.

7.1.1 Basic Functionality–LTE Hotspots Use Case. Form-
ing on-demand hotspots is an important use case for LTE
UAV as well as 5G networks (section 2). In a single-drone
experiment, we show this functionality by connecting one of
our drones to the Internet through a terrestrial LTE network

not accessible to our UEs on the ground (see Fig. 15a). Next,
we turn on a Moto G phone on the ground, which sends an
LTE attach request to the SkyCore agent through the on-
drone eNB. SkyCore agent successfully completes the LTE
attach process by quickly accessing its precomputed policy
data store. Then, we visit CNN.com and watch a 4K Youtube
video on the phone. Finally, we take the Moto G into the
airplane mode, causing the UE to properly detach from our
agent. Fig. 16 shows this basic functionality by depicting the
data tra�c exchanged between the UE and the Internet.
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Fig. 17: Basic functionality-standalone UAV-based LTE net-
work use case: UE-to-UEHD video call enabled by SkyCore’s
e�cient inter-agent communication scheme. Control and
data plane processing times and tra�c exchanges inside and
between the SkyCore agents on the two drones.

7.1.2 Basic Functionality–Standalone LTE Use Case. Next,
we demonstrate SkyCore’s ability to create standalone LTE
networks (e.g., between �rst responders across an impass-
able mountain as discussed in section 2). To emulate such a
scenario, we establish a direct video call between our two
UEs across a building, each connected to a separate drone,
through our inter-agent data plane overlay (see Fig. 15b).
Fig. 17 shows the timeline of control and data plane tra�c
exchanges between the two SkyCore agents. We again turn
on a Moto G phone in the area covered by the �rst drone. Its
SkyCore agent handles the LTE attach process and sends a
background SkyCore update message to the other drone’s
agent. The message consists of location, policy and security
updates as described in section 3. After the second agent pro-
cesses this update, we turn on a Nexus 6 phone in the area
covered by the second drone, triggering a similar SkyCore
update message to the �rst agent in the background. Finally,
we establish a 35-sec HD video call from the Nexus 6 to the
Moto G. Owing to SkyCore’s proactive background updates,
the agent corresponding to the Nexus 6 does not have to
wait to discover the location of the other UE. Based on our
segment-based tunneling scheme, it immediately pushes the
correct label stacks on its egress user data tra�c and for-
wards it to the other agent. A similar process manifests in the
reverse direction. In this two-UAV enabled video call, 7.5K
video packets were successfully exchanged between the UEs.

7.1.3 Performance Benefits of Refactoring. Using the same
setting, we demonstrate that SkyCore is signi�cantly more



lightweight than Edge-EPC. For a fair comparison with Edge-
EPC, we employ SkyCore’s user-space version here. We sam-
ple and average the LTE attach/detach delay and uplink/-
downlink bandwidth for the Moto G in the area covered by
the �rst drone at 40 locations. As Fig. 18 and Table 1 show,
SkyCore on average reduces the network control plane de-
lay (spent in the core) by 69%-90% and the UE-perceived
control plane delay by 40%-60%. In addition, it doubles the
uplink/downlink rates measured for the UE. Further, Sky-
Core lowers the avg. CPU usage on the machine running
the core network by 25% in the LTE attach/detach events.
These savings come from our precomputation of network
policies and consolidation of the EPC functionality onto our
compact SDN-driven agents.
Table 1: Bene�ts of SkyCore’s software refactoring of the
EPC functionality on UE-perceived QoS.

Avg. Data plane
Bandwidth (Mbps)

Avg. UE-perceived
Control delay (ms)

Downlink Uplink Attach Detach
SkyCore 48.2 17.8 921 300
Edge-EPC 21.7 10.9 1545 750

Fig. 18: Breakdown of the network access delay in the core.

Fig. 19: Bene�ts of SkyCore’s inter-agent communication
scheme: SkyCore provides seamless active-mode mobility
support while Edge-EPC causing severe connection drops.

7.1.4 E�icient Inter-Agent Communication–Hando�. Un-
like Edge-EPC, SkyCore supports seamless UE mobility, ow-
ing to its e�cient inter-agent communication scheme. In
this experiment, we measure the service disruption experi-
enced by a mobile UE moving between the regions covered
by our two drones and triggering a hando� event. Fig. 19
depicts the signal strength received from the two drones on
the UE and its continuous bandwidth measurements using
iPerf3. The RAN on the �rst drone collects UE-measured
RSRP values and sends a Hando� Required message to its

local SkyCore agent when the RSRP values from the second
drone become higher. Since SkyCore agents on the drones
are already synced, the UE gets migrated to the second drone
within a minimal 140 ms (incurred in the inter-agent coor-
dination). In contrast, Edge-EPC does not support mobility
of the UE and thus forces the UE to go through the detach
process with the EPC on the �rst drone, followed by the
heavy attach process with the EPC on the second drone. The
entire process results in 2 seconds of disconnection time,
signi�cantly impacting mobile application performance.

(a) Platform P1 (b) Platform P2
Fig. 20: Bene�ts of SkyCore’s software refactoring at scale.
SkyCore substantially reduces network access time in LTE
UAV networks within the limits of their resources.

(a) Platform 1 (b) Platform 2
Fig. 21: Bene�ts of SkyCore’s software refactoring of the
EPC at scale: SkyCore uses minimal CPU resources to han-
dle large-scale network access requests.

7.2 Large-Scale On-Drone Evaluation
Using the same two-drone experimental setting, we replace
the ip.access eNB with a RAN/UE simulator on each drone
to test SkyCore and Edge-EPC under large-scale network
access and mobility workloads.

7.2.1 Performance Benefits of Refactoring at Scale– At-
tach/detach Storm. This experiment demonstrates SkyCore’s
operating potential in highly resource-constrained UAV envi-
ronments. Our RAN/UE emulator on the �rst drone emulates
a �ash crowd event with a large number of users entering the
region covered by a drone. Similarly, the emulator creates
LTE detach storms having many users gracefully discon-
necting from the drone. During this process, we sample the
CPU utilization of the LTE core machine and measure the
average control plane delay perceived by the UEs. In Fig. 20a,
we observe that the UEs experience exponentially larger de-
lays when the attach/detach load on Edge-EPC increases.
In particular, when the number of attach requests per sec.
reaches 100, the UEs must wait by up to 6 seconds before



connecting to the network, thereby degrading QoE. In con-
trast, we notice that the network access delay is below 1s
when the drone employs SkyCore because of our software
refactoring of the EPC functionality. To better understand
the reason, we look at Fig. 21a showing the CPU utilization
of the LTE core machine. Since the EPC is a complex system,
we observe that Edge-EPC quickly uses available CPU re-
sources on the drone and thus faces performance bottlenecks.
Although user-perceived control plane delay in the detach
process is usually less critical in practice, the same trend can
be observed for both SkyCore and Edge-EPC.

(a) Platform P1 (b) Platform P2
Fig. 22: Bene�ts of SkyCore’s e�cient inter-agent communi-
cation scheme at scale: SkyCore seamlessly supports large-
scale idle/active-mode UE mobility between UAVs.

(a) Platform 1 (b) Platform 2
Fig. 23: Bene�ts of SkyCore’s e�cient inter-agent commu-
nication at scale: SkyCore supports large-scale idle/active-
mode UE mobility in a resource-e�cient manner.

7.2.2 E�icient Inter-Agent Communication at Scale– UE
Mobility Storm. This experiment demonstrates SkyCore’s
capability in handling increased mobility events in LTE UAV
networks. We add the second drone to our experiment. Our
RAN/UE simulator on the �rst drone and second drone sim-
ulate scenarios where a large number of connected and idle
UEs move between the areas covered by the two drones. It
sends a variable number of LTE Hando� Required Messages
and TAUpdate Requests to the core network to trigger active-
mode and idle-mode mobility events. We increase the num-
ber of mobility events until either Edge-EPC or SkyCore face
performance bottlenecks. We measure the service disruption
experienced by the UEs when Edge-EPC and SkyCore are in
place as well as the CPU utilization of the LTE core machine.
Fig. 22a shows that the UEs experience a large control plane
delay and service disruption in the Edge-EPC deployment.
Due to lack of control plane communication between the
Edge-EPC instances, the UEs have to undergo a complete
LTE detach process (with the �rst drone) and attach process
(with the second drone) both during connected-mode and

Table 2: SkyCore’s inter-agent communication scheme
(broadcast proactive updates) has a negligible overhead on
inter-UAV backhaul links and thus is scalable.

LTE attach/detach & mobility events per sec.
Platform P1 Platform P2

20 40 80 100 100 200 300 400
Bandwidth overhead on
Inter-drone Link (Mpbs) 1.2 2.2 3.8 5.5 5.5 8.5 14.2 18

idle-mode mobility. In Edge-EPC, when 100 mobility events
occur per second, users on average experience by up to 10
second of disruption, which is very signi�cant. More impor-
tantly, by transforming each mobility event to a pair of LTE
attach-detach events, we observe in Fig. 23a that Edge-EPC
creates severe bottlenecks on the drone platform. In contrast,
the SkyCore agents sitting on the two drones quickly and
seamlessly execute the hando� and TA update operation, ow-
ing to our proactive synchronization of network policies and
states associated with di�erent UEs in the background. Thus,
they incur minimal computation for mobility workloads.

7.2.3 E�icient Inter-Agent Communication at Scale– Over-
head of Proactive Updates. Next, we demonstrate the scala-
bility of SkyCore’s proactive synchronization scheme in our
multi-UAV environment. Our metric is the overhead of proac-
tive updates on inter-drone backhaul links. For the above
two experiments and various number of LTE attach/detach
and mobility events per second, Table 2 shows the maximum
rate of the broadcast tra�c on the backhaul link connecting
the SkyCore agents. We observe that the bandwidth over-
head does not increase linearly with respect to the number
of LTE events in the system as the updates corresponding to
the di�erent UEs are periodically (every 100 ms in our setup)
batched together. Our second observation is that when the
load is 100 events per sec (representing tens of thousands
of UEs in today’s 4G/LTE networks [28]), the overhead on
the backhaul link is only 5.5 Mbps. Compared to potential
user data tra�c in the system, this overhead is negligible.
Using a back-of-the-envelope calculation, it is straightfor-
ward to show that this overhead remains small in our target
environment consisting of a few to tens of UAVs.

(a) Platform P1 (b) Platform P2
Fig. 24: SkyCore’s refactoring of the EPC increases the data
rate support on resource-challenged UAVs.

7.2.4 Performance Benefits of Refactoring at Scale– Stress-
testing Data Plane. In a single-drone experiment, we instruct
our RAN/UE simulator to generate data tra�c for a variable
number of UEs in the network in parallel. It encapsulates the
tra�c of each UE into a separate GTP tunnel similar to real
RANs. We run iPerf3 bandwidth tests for the simulated UEs



(a) Platform P1 (b) Platform P2
Fig. 25: SkyCore’s refactoring of the EPCminimizes theCPU
resource needed on UAVs for a speci�c forwarding rate.

in parallel. Fig. 24a shows the aggregate, steady forwarding
rate supported by SkyCore and Edge-EPC. When using the
same packet forwarding technology, we observe that Sky-
Core (user space) supports 2⇥ more packet forwarding rate
compared to Edge-EPC on the drone. Our software refac-
toring and data plane consolidation substantially removes
the I/O costs and processing delays from the LTE core data
plane. We were able to further improve the throughput by 2⇥
(close to a Gbps) by moving our software switch to the kernel
space. Maximum is the ideal version of our OVS switch that
processes data tra�c without applying any network policies.

7.3 Scaling to Powerful UAV Platforms.
We replace the core machine (platform P1) with a high-end
server (platform P2) to emulate more power UAV platforms
in the future. Figs. 20b, 21b, 22b, 23b, and Table 2 show our
results with platform P2 for the previous four experiments.
We observe that SkyCore is substantially more resource-
e�cient than Edge-EPC even on high-end servers. SkyCore
is able to scale and provide almost line-rate forwarding rate
while using a fraction of the drone’s CPU resources. We plan
to move SkyCore’s implementation to OVS-DPDK to more
e�ciently leverage the available CPU cores.

8 RELATEDWORK
SDN/NFV-based EPC. Recently, the wireless networking
community has proposed several software-de�ned EPC solu-
tions. SoftCell [28], SoftMoW [34, 35, 38] and others [11, 47]
enhance the programmability of the EPC by decoupling its
control and data planes. KLEIN [43] and SCALE [18] opti-
mize the placement of the EPC nodes on geo-distributed
DCs. ECHO [40] deals with EPC-node failure in unreliable
public clouds. PEPC [44] and SoftBox [36] scale the EPC data
plane by creating a per-UE EPC-in-box.While there are some
similarities between SkyCore and these proposals, the di�er-
ences are signi�cant. These prior designs are customized for
highly-reliable, often hierarchical DC infrastructure, where
over provisioning and reactive network updates are inex-
pensive. In contrast, SkyCore operates in an unreliable and
resource-constrained wireless environment, where such ap-
proaches scale poorly.

SDN control and data planes. There is a rich literature
in distributed SDN control planes designs with hierarchical
and �at structures (e.g., ONOS [19], [24, 29, 39, 50]). Most of
the schemes are designed for DC networks and operate based

on a centralized data store or complex consensus algorithms,
which are ill-suited for our unreliable multi-UAV environ-
ment. There are some memory-e�cient switch designs for
SDN [33, 37, 49] that can be leveraged to improve packet
forwarding between SkyCore agents.

RAN optimization for LTE UAVs. DroneNet [22] ex-
tends the coverage of existing LTE cells by creating WiFi
on-drone hotspots. Some recent works [31, 32, 48] investigate
the theoretical optimization of a UAV trajectory for certain
mobile users on the ground (e.g., maximize the minimum
average rate among all user). These RAN e�orts are predomi-
nantly for a single UAV and complementary to SkyCore that
focuses on the EPC design for multi-UAV LTE networks.

9 DISCUSSIONS AND REMARKS
We presented the design and implementation of a novel
Edge-EPC architecture- SkyCore, supporting the untethered
and reliable operation of multi-UAV LTE networks. Several
aspects of SkyCore are worthy of further investigation.

Relevance to high-altitude platforms: While today’s
high-altitude UAV networks [6, 8] might aim to provide In-
ternet connectivity through a legacy EPC on the ground, we
believe the bene�ts of a SkyCore design for an edge EPC
signi�cantly outweigh its drawbacks and apply to such de-
ployments as well.

Impact of wireless inter-UAV backhaul design. We
did not discuss the design of the backhaul agents forming
the physical wireless mesh network among UAVs. The design
of an e�cient backhaul needs to be jointly optimized with
the RAN as the position of the UAV simultaneously a�ects
the performance of the backhaul as well as the access to UEs.

Scalability implication for large UAV-based LTE net-
works. SkyCore’s design focuses on the challenges unique
to multi-UAV LTE networks that typically span from a few to
at most tens of UAVs (city-scale). While our design decisions
(e.g., inter-agent proactive updates, policy precomputation)
are e�cient and scalable for our target environment, they
are not designed to scale in nation-wide LTE networks with
hundreds of millions of UEs.

Applicability to terrestrial 5G networks:While EPC-
RAN communication is often reliable in terrestrial networks,
operators can leverage Edge-EPC designs (e.g.,SkyCore) to
move the EPC functionality to their edge clouds or cell tow-
ers and realize ultra-low latency required by many 5G use
cases. Such deployments are motivated by operators’ push
towards mobile edge computing (MEC) [21, 41] and their
e�orts in deploying white box switches at cell towers [2].
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